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# Gforth's libcc C Function Call Interface 

M. Anton Ertl*<br>TU Wien


#### Abstract

A major problem in our earlier proposal for a C interface was that a part of the interface was not portable between platforms. The libcc interface solves this problem by using a C compiler and its .h-files. The .h-files contain knowledge about the specific platform, and the C compiler automatically inserts the necessary conversions between Forth and C types. In this paper we describe the libcc implementation and interface. We also discuss how a Forth-C interface might be standardized.


## 1 Introduction

The programming interfaces of many useful libraries are defined as collections of C functions and C data structures, so being able to call C functions is a very useful capability for a Forth system.

In an earlier paper [Ert06], we discussed general design issues for a function call interface and designed a C interface based on these ideas that was intended to be implemented using foreign function call libraries like the ffcall libraries ${ }^{1}$ or libffi.

In the meantime, we have explored a new implementation approach for foreign function calls that makes it possible to eliminate the non-portable C part of the declaration in most cases. In this paper we describe this implementation approach (Section 3) and the resulting C interface (Section 4). We also mention some of the issues in standardizing a C interface (Section 5).

## 2 Portability

Portability is a central problem addressed in our earlier work, and it has led to our new implementation approach, so we revisit it here.

The primary form of portability that we are interested in is in being able to use the same Forth program on several platforms (e.g., Linux-i386, LinuxAMD64, MacOS X, and Cygwin), even if the Forth program calls C functions. Portability between

[^0]Forth systems is another issue that we discuss in Section 5.

The platform portability problem is that equivalent C functions (same name, same functionality) have different argument and return types on different platforms. A typical example is the POSIX function

```
off_t lseek(int fd, off_t offset,
    int whence);
```

On some ancient platforms, this function is instead defined as follows:
long lseek(int fd, long offset, int whence);

However, even if we use the official POSIX definition, off_t can be different things on different platforms: either long long or long; what's worse, it can even be different things on the same platform, depending on the way that 1 seek() etc. are compiled ${ }^{2}$.

In our earlier work we propose to deal with this problem by having a platform-dependent C part in the function declaration, e.g.:
c-types lseek int longlong int -- longlong
We suggested that these C parts could be generated automatically out of the .h-files, reducing the amount of per-platform work needed.

How does C avoid this problem? Primarily by having .h-files with standard names, that contain (among other things) platform-specific definitions, e.g., of types like off_t (that's why automatioc generation of C parts out of .h-files would help.

C has another benefit: the C compiler knows more about data types of parameters than a Forth compiler (at least if the function prototype is \#included); this allows it to insert the necessary type conversions transparently.

## 3 Implementation approach

Instead of implementing a C parser that translates .h-files into Forth, libcc uses the existing C compiler's knowledge of C and its ability to read and

[^1]

Figure 1: A foreign function call for 1 seek with libcc
understand .h-files, and to insert the necessary type conversions.

For each Forth part of a foreign function declaration, libcc generates a wrapper function in C that accesses the cells and floats on the Forth stacks and passes them as parameters to the target C function (e.g., lseek()), then calls the target function, and finally takes the return value and pushes it on the appropriate Forth stack. The wrapper function is later compiled by a C compiler, which automatically inserts the necessary conversions between the Forth types and the C types, and also knows about the C calling convention on the particular platform.

Finally, the wrapper function and the target function are linked dynamically, and when the Forth program calls the word corresponding to the target function, it calls the wrapper function, which in turn calls the target function. All the wrapper functions can be called through a simple indirect call, without needing a library like libffi.

This approach is depicted in Fig. 1.
A major advantage of this approach is that any tricks that the .h-files play with C macros (e.g., renaming C functions, as is usually done for lseek()) take full effect in the wrapper function, so it will call exactly the function that we were interested in.

Disadvantages of this approach are:

- It requires a C compiler at run-time.
- The actual call of the C compiler is quite target-specific (in particular because it is necessary to generate a dynamically linkable binary). Fortunately that's just one small piece of code per platform.
- The compilation of a wrapper function is much more expensive than similar operations necessary with ffcall and libffi. We are exploring batching and caching to reduce this cost, and
will report on that in more detail in future papers.


## 4 The libcc interface

This section describes the libcc interface, in particular the differences from our earlier interface proposal [Ert06]. This section gives an overview, mainly through the lseek example. For a complete specification, read the current version of the Gforth manual. ${ }^{3}$

### 4.1 Declarations

As in our earlier work [Ert06], the declarations for a target C function consist of a C part and a Forth part. The Forth part is exactly as described in our earlier work, but the C part is completely different: it consists of lines of C code prefixed with $\backslash \mathrm{C}$; the programmer has to ensure that the C code declares the target C function (and its parameter and return types). A complete set of declarations for two lseek-calling words can look as follows:

```
\c #define _FILE_OFFSET_BITS 64
\c #include <sys/types.h>
\c #include <unistd.h>
c-function lseek lseek n n n -- n
c-function dlseek lseek n d n -- d
```

In our implementation the $\backslash \mathrm{C}$ declarations are copied to the generated C code in front of the wrapper function, making the target function known to the C compiler, which can then generate the right type conversions for the parameters and return value.

[^2]In this example we have two Forth parts, resulting in two words, both calling the C function lseek(), but with different stack effects: the Forth word lseek has the stack effect ( $\mathrm{n} \mathrm{n} \mathrm{n}-\mathrm{n}$ ), whereas dlseek has the stack effect ( n d $\mathrm{n}-\mathrm{d}$ ).

### 4.2 Calls

Calls work exactly as described in our earlier work: The programmer has to push the arguments left-toright on the stack; the argument and return value types are determined by the Forth part of the declaration and are independent of the concrete $C$ types used by the function. Example:

```
fd @ 0. SEEK_SET dlseek -1. d= if
    ... \ error handling
then
```


### 4.3 Variadic Functions

To call C functions that can take a variable number and variable types of arguments, like printf (), the programmer can declare several words, each with a desired parameter set, and then call these words by name. E.g.:

```
\c #include <stdio.h>
c-function printf-nr printf a n r -- n
c-function printf-rn printf a r n -- n
s\" n=%d r=%f\n\0" drop -5 -0.5e printf-nr
s\" r=%f n=%d\n\0" drop -0.5e -5 printf-rn
```

One problem here is that the C compiler does not know the desired type of the varargs and does not insert conversions to this type; this can lead to portability problems. One solution to this problem is to perform the conversion explictly at the C level. E.g.:

```
\c #define printfll(s,ll) \
\c printf(s,(long long)ll)
c-function printfll printfll a n -- n
```

Here, we define a macro printfll that converts the second parameter explicitly to the long long type, and then calls printf(). The Forth word then calls printf through this macro.

### 4.4 Variables, Constants

C variables and constants can be converted to Forth words with this interface, by treating them like functions:

```
\c #include <unistd.h>
\c #define seek_set_macro() (SEEK_SET)
c-function SEEK_SET seek_set_macro -- n
```

However, this method is quite heavyweight, both in the amount of typing and in memory consumption, so we may introduce a lighter-weight way to import C constants and variables in the future.

### 4.5 Calling C function pointers

Programmers can also call C functions for which they have C function pointers, not the name:

```
\c typedef int (* fun1)(int);
\c #define call_fun1(par1,fptr) \
\c ((fun1)fptr)(par1)
c-function call-fun1 call_fun1 n func -- n
```

The Forth word call-fun1 now works similar to execute, but instead of execution tokens it takes C function pointers of this particular type. The programmer has to define one such call word for each function pointer type he wants to call.

### 4.6 Callbacks

Conversely, the programmer sometimes wants to generate C function pointers for Forth words, because he has to pass them to some C function directly or through a data structure; this is usually known as callback (the library calls back into the application program through this function pointer).

We have not implemented callback support in libcc yet, and have not fixed the interface yet.

### 4.7 Future work

The main other missing piece of the C interface is dealing with structs and unions: accessing their fields and passing them to or returning them from functions. Field access is particularly hairy, for the following reasons:

- Each structure constitutes a separate name space, and we have to find a practical way to map $C$ field names to Forth.
- On fetching from or storing into fields we have to convert between the C type and the Forth type. In general the C type is platformdependent, so if we want to be portable, we cannot use some general fetching/storing words, but have to use one that is specific to the field.


## 5 Standards

In the long run, it would be nice to be able to port programs that call C libraries between Forth systems. In order to do that, we need to standardize the C interface. However, the interface outlined above is implementation-specific in the C part of
the declarations, so standardizing on it completely is not going to happen. In the following, we explore various levels of standardization that might be more successful. Note that this discussion is not tied to the interface described in the rest of the paper, but applies to any C interface.

### 5.1 Calls only

The most important portability issue is the calls of the foreign functions themselves, because they tend to be distributed across a large amount of code, and changing the calls would be a lot of work and errorprone. So the word name, parameter order, parameter Forth types and return value Forth type of the word for calling a particular C function should be the same across Forth systems.

However, while the word name and parameter order can be standardized for all calls, the parameter and return value Forth types are specific to each particular function-calling word, so standardizing that means standardizing either the words themselves, or having a standard way to specify these types, i.e., the Forth part of the declaration.

### 5.2 Specific libraries

For widely-used libraries and APIs, one could standardize the Forth interfaces of the calls. The amount of work required for that could be reduced by just specifying what C type corresponds to what Forth type. E.g., for the POSIX.1-2001 API one could specify that all integer types would be single cells in Forth, with the exception of a few (e.g., off_t) that would be double cells.

In order to be able to use these words portably, it would also be helpful to specify a way in which the interface would become available; e.g., what file needs to be required, and maybe in which wordlist these words reside afterwards.

One potential problem in that respect is that some APIs have a lot of optional extensions (similar to ANS Forth). One would have to find ways to specify these extensions.

### 5.3 Forth part of the declaration

While such an approach is probably satisfactory to programmers using these libraries, each Forth system would need its own files with the declarations of all these C-function words. By standardizing the Forth part of the declaration, these parts could be shared between the Forth systems, which should reduce the effort for all involved parties, and also reduce the number of bugs encountered by an individual user.

### 5.4 C part of the declaration

As mentioned above, standardizing the C part is hard, because it depends on the way that the Forth system implements the C interface (e.g., compare the way this is done in this paper with that in our earlier work [Ert06]), and because it can depend on the platform (e.g., consider the two different C parts for lseek() in our earlier work).

What might be possible to address the Forth system issue is to specify the several syntaxes appropriate for different implementation approaches. A particular Forth system would interpret one of them and ignore all the others. The C part of an interface definition might then contain several ways to specify the same thing, and all Forth systems that implement at least one of these ways could work with that.

That solution has its problems, but it is probably hard to find consensus on anything stronger.

## 6 Related Work

SWIG (Simplified Wrapper and Interface Generator $)^{4}$ is a tool for interfacing scripting languages to C. It works in a way similar to libcc. However, after a superficial investigation of SWIG we decided against using SWIG and for implementing libcc directly in Forth; a still-remembered reason was that we heard that adapting SWIG for a new language would require more than 1000 lines of code; currently libcc has 484 lines.

## 7 Conclusion

The libcc interface uses actual C code for the C part of a C function declaration; this makes it possible to make the C part platform-independent in most cases, because it can just \#include a standard .h-file that contains the platform-specific C code; so the whole interface to most C functions can be completely portable between platforms.

The libcc interface offers a number of other advantages over the interface proposed earlier [Ert06], such as more capabilities when dealing with variadic functions, and the ability to call C function pointers without needing special support.

The implementation of the libcc interface works as follows: For every target function it generates a wrapper function in C, compiles it and dynamically links it into Gforth; the wrapper function is trivial to call, and performs all the stack accesses and (implicitly through the C compiler) argument conversions.

The standardisation of a C interface between Forth systems can be divided into several parts,

[^3]with the actual calls probably the easiest to find consensus on, and the declarations being progressively harder.
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# A Reversible Computing Approach to Forth Floating Point. 

Angel Robert Lynas and Bill Stoddart<br>Formal Methods and Programming Research Group<br>University of Teesside, UK


#### Abstract

We describe an implementation of floating point numbers in Reversible Forth using immutable references, and outline the advantages and disadvantages of this approach for the user and system.

Via a probabilistic algorithm example which requires a large number of random trials to create a sufficient sample size, we demonstrate the disadvantage of a naive program with regard to garbage creation, and its semi-automatic resolution using inbuilt features of the reversible virtual machine.

This allows otherwise prohibitively memory-intensive operations to be split into manageable pieces, interim results being saved while garbage is collected after each stage.

Keywords: Forth, Floating Point, Reversible Computing, Garbage Collection


## 1 Introduction

Forth works particularly well as a means of manipulating values that fit into a cell. Such values may be held as an item on the parameter stack, manipulated by the core stack operations such as DUP and SWAP, stored in standard (cell sized) constants and variables, and moved to and from the return stack to provide an alternative form of temporary storage. When floating point extensions are added, the situation is not quite so convenient: we now have values that may not fit in a cell. Most implementations use a separate stack to hold these values, they require their own stack operations, and (although we generally think of Forth as untyped) they require their own special variables and constants.

A cleaner approach, which need have only a marginal effect on speed of execution, is to use an "immutable reference semantics". A reference to a value of any kind will fit into a cell, and if the item referenced is immutable, we can hide the difference between references and the values they reference, leaving the application programmer free to to think of such references as being the values referenced. This approach can be applied to any
immutable data type, for example complex numbers. We also use it in our sets package, as described in a previous EuroForth article[8]. More generally immutable references are important in a number of languages, including Java and Python.

The disadvantage of our approach is that it generates garbage. This leads to the second theme of our paper, which is to describe how we handle garbage by exploiting our reversible version of Forth, the Reversible Virtual Machine $(\mathrm{RVM})^{1}$

The rest of the paper is organised as follows. In Section 2 we introduce simple examples which use both integer and floating point types, and we introduce the RVM dispensation for local variables. In section 3 introduce our main working example, a probabilistic algorithm for the calculation of $\pi$. We give a naive version of the algorithm, which ignores collection of garbage, and then show how this is "wrapped" in a program structure which preserves the result of the computation and then collects any garbage by reverse execution. In Section 4 we look at memory issues: we describe the memory organisation of the RVM and we calculate the memory requirements for our probabilistic algorithm, and see that for a given level of accuracy it may be necessary to exceed the memory capacity of our virtual machine. In Section 5 we present an algorithm that takes as input a required level of accuracy, calculates the sample size, and, if the computation space requirements exceed the available memory, will collect garbage during the computation. In Section 6 we draw our conclusions.

## 2 Simple floating point examples

We can define a constant to give the value of $\pi$ with

### 3.14159 CONSTANT PI

and then print the value of PI with:

```
PI F. <enter> 3.14159 ok
```

Here the Forth interpreter has been designed to leave a reference on the stack when it encounters a floating point literal in the input stream, and the definition of $F$. has been written to take a reference to a floating point number. However, since we never see, at this level, a floating point number as such, and all appropriate operations are written to use references to floating

[^4]point values, we can safely think of the reference as representing the floating point value.

As a second example consider the following program which calculates the maturity value of a capital sum invested at a given annual rate of compound interest.

```
: MV ( r1 n r2 -- r3, calculate the maturity value of an in-
vestment of r1 for n years at annual compound interest of r2% )
    100. F+ 100. F/ ( convert % rate to yearly ratio )
    SWAP >R SWAP ( P: ratio capital, R: years )
    R> O DO ( ratio capital )
        OVER F*
    LOOP NIP ;
```

Here we see Forth stack manipulation operations being used to manipulate both floating and integer values. To find the maturity value of 1000 currency units invested for two years at $5 \%$ we could use:
1000. 2 5. MV F. <enter> 1102.5 ok

We present this value again using a local variable approach. In our dispensation of Forth we use VALUE as a defining word within definitions to create local variables. Locals defined within (: . . :) brackets ${ }^{2}$ are initialised from values which are in the stack at the point the stack frame is declared (generally at the start of the definition). Those values are matched against the declared locals from left to right (unlike the Forth Standard approach). Locals declared in the body of the procedure are initialised from stack values created by code which follows the stack frame. We also need to state how many stack cell are returned by the definition.

```
: MV ( r1 n r2 -- r3, calculate the maturity value of an in-
vestment of r1 for n years at annual compound interest of r2% )
    (: VALUE CAPITAL VALUE YEARS VALUE RATE :)
        RATE 100. F+ 100. F/ VALUE RATIO
        YEARS O DO
            CAPITAL RATIO F* to CAPITAL
        LOOP
    CAPITAL 1LEAVE ;
```

Here we see that the same defining word can be used for both integer and real variables. We still need to distinguish integers and floats when it comes

[^5]to performing operations on them however: if asked to calculate 1. 2. + the system will add the references to the floating point values given, a totally meaningless computation.

The disadvantages of using a reference semantics in this context are, firstly a slight speed penalty associated with accessing data values via references, and secondly that we need to manage the memory locations in which the floating point values are stored: we need a garbage collector.

Our method of collecting garbage, previously suggested by Henry Baker[1] is based on the use of a reversible machine. Such machines, which preserve information at each step, are of theoretical interest because they minimise the absolute energy requirements of a computation $[3,5]$.

## 3 Example application: a probabilistic algorithm for the calculation of $\pi$

As a working example for the rest of the paper we present a probabilistic algorithm for estimating of the value of $\pi$. Consider Figure 1. If we choose a random value for $x$, uniformly distributed in the interval -1 , to 1 , and a random value for $y$, also uniformly distributed in the interval -1 , to 1 we obtain a random point within the given square. The probability that this point will fall within the circle is given by the ratio of the areas of the circle and the square, namely $\pi / 4$.

A simple way to estimate $\pi / 4$ is therefore to choose $n$ points, record the number $S_{n}$ that fall within the circle, and calculate the estimate

$$
\pi / 4 \approx S_{n} / n
$$

We use our random number generator RAND, which gives values in the range 0 . .MAXINT, to provide a word that gives uniformly distributed floating point values within a given range r1 to r2. We also make use of the word $\mathrm{S}>\mathrm{F}$, which converts a single precision integer to a floating point value.

```
: FUNIFORM ( r1 r2 -- r3,
    r3 is chosen from the uniform distribution between r1 and r2)
    (: VALUE r1 VALUE r2 :)
        RAND S>F VALUE frand
        RAND_MAX S>F VALUE frmax
        r1 r2 r1 F- frand frmax F/ F* F+
1LEAVE ;
```



Figure 1: A circle of area $\pi$ inscribed within a square of area 4.

Thus -1. 1. FUNIFORM will yield a random value between -1 . and 1 .
We can now code a naive word to estimate $\pi / 4$. As input we give the sample size $n$ on which the estimate is to be based. On each iteration of the loop we generate a random point $(x, y)$ and calculate whether it is within the circle according to whether $x^{2}+y^{2}<1$. If it is we add one to the count of "successes" $S_{n}$. Finally we calculate an estimate of $\pi / 4$ using a floating point division of $S_{n} / n$.
: PI/4_0 ( $n$-- r, $n<20000$ and $r$ is an estimate of pi/4 based on
a sample size $n$. Values of $n>20000$ may cause problems )
(: VALUE $n$ :)
0 VALUE Sn NULL VALUE x NULL VALUE y
n 0 DO
-1. 1. FUNIFORM to x

```
    -1. 1. FUNIFORM to y
    x x F* y y F* F+ 1. F<
    IF Sn 1+ to Sn THEN
    LOOP
    Sn S>F n S>F F/
1LEAVE ;
```

We have called this program naive because it leaves garbage and because its sample size is limited by the memory configuration of the RVM. We first deal with the garbage by wrapping the definition within a programming structure which is particular to reversible computing. The effect of this structure was first described in terms of reversible Turing machines by Lecerf in 1963[6] and was independently given by Bennett[2], who also related it to the physics of reversible computation. Within the RVM it is formulated as follows. Let prog represent Forth code whose stack effect is to generate a floating point value. Then the structure:
<RUN prog FLOAT>
will run $p r o g$, preserve the floating point value created, reverse execution and thus undo all the other effects of prog (including removing the garbage that prog created) and finally leave the value created by prog on the stack. With this structure we can code a refinement of PI/4_0 called PI/4_1 which returns the same value as PI/4_0 but collects garbage.

```
: PI/4_1 ( n -- r, as PI/4_0, but garbage is collected )
    <RUN DUP PI/4_0 FLOAT> NIP ;
```

this program is still limited in the sample size it can handle, and we now turn our attention to calculating the approximate sample size required for our algorithm to (probably) give us some given degree of accuracy.

## 4 Memory Issues

In our immutable references approach each floating point value created during a computation remains in memory until it is removed by reverse computation. The most general way to hold such memory references is on a heap, but the fixed size and atomic (unnested) nature of floating point values allows us to manage them more efficiently as a stack. Unlike the floating point stack of most implementations, items are only dropped from our floating point stack during reverse execution. The floating point stack is, in effect, a large floating point array, and this form of organisation places an absolute limit
on the number of floating point values that can be accommodated before a program needs to reverse.

The program developed so far is thus strictly limited in the sample size it can handle, and we now turn our attention to calculating the approximate sample size required to give us some given degree of accuracy with a given degree of confidence. The conclusions will be that much larger samples be needed than can be accommodated within the allocated floating point stack memory of the RVM.

We are interested in knowing the number of trials required to obtain an estimate of $\pi$ which is accurate to within plus or minus some error $e$ with (say) $95 \%$ confidence.

Note that if $p$ is the probability of a particular trial falling within the circle, and $S_{n}$, the number of trials that fall within the circle when $n$ trials are performed, then $S_{n}$ follows a binomial distribution with mean $n * p$ and variance $\mathrm{n}^{*} \mathrm{p}^{*}(1-\mathrm{p})$. For large $n$ this binomial distribution approximates to the normal distribution with the same mean and variance.

Now in general, if $X$ is a random variable with mean $\mu$ and variance $\sigma^{2}$ then $a * X$ is a random variable with mean $a * \mu$ and variance $(a * \sigma)^{2}$, thus $S_{n} / n$ will have mean $p$ and variance $p *(1-p) / n$ and accordingly also standard deviation $\sqrt{p *(1-p) / n}$. A normally distributed random variable has probability of just over 0.95 of being within $\pm 1.96$ standard deviations of its mean. Thus to have a probability of 0.95 of $S_{n} / n$ being within $\pm e$ of $p$ we choose $n$ to obtain:

$$
e>1.96 * \sqrt{\frac{p *(1-p)}{n}}
$$

Recalling that $p=\pi / 4$ we have

$$
e>1.96 * \sqrt{\frac{\frac{\pi}{4} *\left(1-\frac{\pi}{4}\right)}{n}}
$$

assuming a positive square root and squaring both sides

$$
e^{2}>1.96^{2} * \frac{\frac{\pi}{4} *\left(1-\frac{\pi}{4}\right)}{n}
$$

multiplying each size by $\frac{n}{e^{2}}$

$$
n>\left(\frac{1.96}{e}\right)^{2} * \frac{\pi}{4} *\left(1-\frac{\pi}{4}\right)
$$

This tells us the minimum sample size for use with our random algorithm when a certain degree of accuracy is required, but this result depends on $\pi$
the value we are trying to calculate! However, if we insert a low estimate of $\pi$, say 3.1 , we will obtain a high estimate of $n$ since if we treat $\pi$ as a variable the term $\pi *(4-\pi)$ has a single maximum where $\pi=2$.

The following word calculates the value of $n$ as a double number.

```
: ?TRIALS ( e -- d, calculate no of trials d required to have
95% conf of obtaining result within pi-e to pi+e. We use the
crude (and low) estimate of 3.1 for pi in this calculation,
giving a higher value for d than is strictly required )
    (: VALUE e :)
        1.96 e F/ DUP F* ( (1.96/e)^2 )
        3.1 ( crude estimate of pi, but referred to as pi in stack
        comments )
```

        4. F/ ( (1.96/e)^2 pi/4 )
        1. OVER F- ( (1.96/e) ^2 pi/4 1-pi/4 )
        F* F* F>D
    2LEAVE ;
    Some example calculations showing the number of trial required for various degrees of accuracy are:
0.01 ?TRIALS D. 6474 ok
0.001 ?TRIALS D. 647493 ok
0.0001 ?TRIALS D. 64749356 ok
0.00001 ?TRIALS D. 6474935678 ok

And we note that the last value is beyond the range of 32 bit integers. We see that our algorithm is not a practical way to calculate a very accurate value. On the other hand it is a simple method of obtaining a rough estimate for $\pi$. Since the value of $\pi$ has been known to over a million places for more than 30 years, the value of this algorithm is purely didactic, suggesting quick solutions to a range of problems where similar techniques can be employed.

## 5 Estimating $\pi$ to a given level of accuracy

Our next refinement divides the calculation up into a number of separate experiments, each of which can be accommodated within the memory limitations of the RVM, assumed to be able to handle a sample size of 10000 before needing to reverse.

We use some global variables as an alternative to declaring a stack frame. Their longevity will give us increased visibility in case any debugging is required.

## NULL VALUE PI_TOTALS 10000 CONSTANT INNER-LOOP

NULL VALUE OUTER-LOOP
In the following word the estimates of $\pi / 4$ produced by each invocation of PI/4_1 each use the maximum allowable sample size. These estimates are added together and kept in PI-TOTALS. The final total is divided by the outer loop count to find the average estimate of $\pi / 4$.

```
: PI/4_2 ( n -- pi,
    produce an n estimate sample of pi/4. If n is too
    large for a single pass the calculation is split
    into a number of stages. Garbage from the outer
    loop is not collected yet )
    INNER-LOOP / 1+ to OUTER-LOOP
    0. to PI_TOTALS
    OUTER-LOOP O DO
        I SRAND ( seed pseudo random number generator )
        INNER-LOOP PI/4_1 PI_TOTALS F+ to PI_TOTALS
    LOOP PI_TOTALS OUTER-LOOP S>F F/ ;
```

In the above definition, we see that we are using a pseudo-random number generator. We must seed this with a different value for each iteration. The use of pseudo-random numbers makes our algorithm heavily dependent on the performance of the particular pseudo random number generator employed. Using gnu C library routine rand, for example, it is not possible to reliably obtain a result accurate to more than 4 or 5 significant figures.

We now present our final program, It takes as input a required level of accuracy. From this is calculates the required sample size, and will issue an error if more than UMAXINT trials are required. Otherwise is uses the <RUN . . FLOAT> wrapper to encapsulate the previous program and thus collects the garbage that program leaves. Finally it multiplies the estimate of $\pi / 4$ by 4 to give an estimate of $\pi$.

```
: ESTIMATE_PI ( e -- r, produce a probabilistic estimate of pi
    which has probability 0.95 of being accurate to within an
    error of +/- e. All garbage is collected. If more than UMAXINT
    trials are required an error will be reported)
    <RUN
        DUP ?TRIALS ABORT" Too many trials needed by ESTIMATE-PI"
        PI/4_2
    FLOAT> NIP 4. F* ;
```


## 6 Conclusions

An immutable reference semantics allows us to deal neatly with data types, such as floating point, that cannot be held in a cell of memory. The three qualifications to this approach are that the data referenced must be immutable (so it is not a suitable approach for use with arrays), there will be a small speed penalty incurred, and the referenced values remain in memory as garbage until removed by reverse computation.

The availability of reverse execution allows us to collect garbage at no additional cost, and an appropriate program structure, particular to reversible computing, is available to do this in our Reversible Virtual Machine. Where a program has more extensive memory requirements than can be accommodated by a "one pass" algorithm, the application programmer must split its execution into stages, each of which returns information required for the final result, and each of which collects its own garbage. Thus garbage collection is best thought of as "semi-automatic" in our approach. A more general approach to re-use of memory resources during reversible computation is studied in [4]. Unlike the method given there, our approach, which is specific to a certain class of problems, requires virtually no additional execution overhead.

Since the value of $\pi$ has been known to over a million places for more than thirty years, the value of the algorithm presented in this paper is purely didactic, suggesting simple solutions to a range of problems where similar techniques can be employed. As an example of such a problem consider a circle of radius $r_{1}$ with a second circle of radius $r_{2}$ constructed with its centre on the circumference of $r_{1}$. The problem is to find what proportion of each circle lies within the other.
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> together with glue code
Library software modules - H.264, MP3, etc
Build your own modules for your unique
requirements

## With SEAforth , modules

contain code AND virtual cores... move modules from chip to chip, from application to application, WITHOUT writing drivers and porting hardware bu!uuejd ı00|! IOł peəu sə!eu!u!|ヨ
 $\square$
Reference designs

- Complete circuitry and software code for demos download onto SEAforth universal evaluation board May be put into physical prototype later Initial List (but more coming) Wireless home theater speakers
Universal bidirectional remotes
Mobile video/audio players


## Applications

- Hook software modules

| $\square$ |  |  |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |
|  |  |  |

Low-cost single chip solution to extending
wireless capability to speakers... one at A/V


 Adds MP3 player capability to receiver
 Adds bidirectional RF link for SEAforth based remote control

## The SEAforth Advantage

 Universal Remote Control $\square$$\square+8$
$\square$

##  <br> to A/V receiver and home theater components

Distributed Digital Media™
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|  | A FRAMEWORK FOR DATA STRUCTURES IN A TYPED FORTH <br> Federico de Ceballos <br> Universidad de Cantabria federico.ceballos@unican.es <br> September, 2007 |
| :---: | :---: |
|  | Strong Forth as a typed Forth <br> In Strong Forth the interpreter knows the types associated with the elements in the stack. The compiler takes care that a word's behavior is consistent with its declared specification. This has to be unique. <br> SWAP (SINGLE SINGLE -- 2ND 1ST ) <br> Because every word has a declared input diagram, overloading is possible. <br> SWAP ( DOUBLe DOUBle -- 2ND 1ST ) <br> If you do need complete control, you can use a cast. <br> CHAR 0 . <br> $\backslash$ prints 0 <br> CHAR 0 CAST SINGLE . \prints 48 |


| Data definitions in Forth <br> VARIABLE FIRST <br> 2VARIABLE SECOND <br> FVARIABLE THIRD <br> SFVARIABLE FOURTH <br> DFVARIABLE FIFTH <br> CREATE SIXTH 3 CELLS ALLOT <br> 23 VALUE THIS <br> CLASS POINT <br> VARIABLE X <br> END-CLASS <br> POINT BUILDS MY-POINT |
| :---: |
| Data definitions in Forth <br> 23 first ! <br> second $2 e$ <br> 1.23E third F ! <br> 1.23E Fourth sF! <br> 1.23 Effrth DE ! <br> 123 SIXTH TUCK ! CELL+ TUCK ! CELL+ ! <br> 45 TO THIS <br> 12 MY-POINT X ! 14 MY-POINT Y ! <br> 1412 MY-POINT TUCK X ! Y ! \An error !!! |


| Forth's advantages |
| :--- |
| Usability. |
| Interactive development. |
| Efficiency (both in terms of development time and generated code). |
| Possibility of accessing low-level resources. |
| Little constraints. |
| Intimate knowledge of your development environment. |
| Typeless. (A language feature, not a bug.) ;-) |
| Variations from the Strong Forth model |
| Strong Forth is aimed to embedded systems with multiple address spaces, we are |
| targeting a PC with a single address space. |
| Strong Forth tries to keep the Forth flavour as much as possible, we plan to take |
| advantage of the new possibilities offered. |
| The idea of having different base pointers in order to navigate through different data |
| sizes is abandoned. |


| User data types |  |
| :---: | :---: |
| $\begin{aligned} & C \& \\ & D \& \end{aligned}$ | An address to a read-only element. <br> An address to an element (derived from the type above). |
| C[] | An address to an array of read-only elements, together with the number of elements. |
| D[] | An address to an array of elements, together with the number of elements (derived from the type above). |
|  | An address to a two dimensional array of read-only elements, together with the number of rows and columns. |
| D [, ] | An address to a two dimensional array of elements, together with the number of rows and columns (derived from the type above). |
| C\& points to an element that can be read. D\& points to an element that can also be modified. D\& is derived from C\&, as you can do with a normal pointer everything you would do with a pointer to constant plus a few new things. |  |
| Categories |  |
| All categories allocate enough memory to hold a value of the given type. |  |
| var | No action associated with the word. When it is executed, its address is returned. |
| auto | When the word is executed, its address is returned and the @ word is applied to it. After the definition, the ! word is applied to its address. |
| const | When the word is executed, its constant address is returned and the @ word is applied to it. After the definition, the ! word is applied to its address as if it were not constant. |
| CONST words cannot be used inside a struct. AUTO words are not initialised inside a struct. |  |





Strings
A string can be defined as a one dimensional array of characters as in:
50 [] CHAR ADDRESS
However, as the Forth language allows for direct use of strings, some convenience can
be provided.
The keyword STRING defines a constant array of chars with the length of its initialiser:
" This is some text" STRING MY-TEXT
$\square$

| Privacy matters <br> In an OOP language, the following concepts may be available: <br> PRIVATE A method that can be used only inside the class. <br> PROTECTED A method than can be used inside the class and also inside derived classes. <br> PUBLIC A method without privacy constraints. <br> FRIEND An external method that can access all method in the class. <br> In Forth, the use of word lists or packages caters for all these possibilities and then some more. <br> Future lines of work <br> The distinction between normal manipulators (that increment the data pointer) and manipulators inside a structure (that increment the structure size) can be complemented with USER manipulators (the increment the offset into the user data space). <br> USER VAR INT UNO <br> USER AUTO LONG DOS <br> If it were possible to derive structures from a TAGGED one, the tab could be used at runtime to choose the exact function that should be called. This modification is not trivial. ```TAGGED FIRST END DERIVED FIRST SECOND END VAR INT Y``` |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |




|  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |



Other languages: Lisp
Dynamically scoped variables

env LANG=DE_at.utf-8 gforth

| $\begin{aligned} & \overline{0} \\ & \stackrel{0}{0} \\ & \stackrel{0}{0} \\ & \stackrel{\rightharpoonup}{x} \\ & \stackrel{\rightharpoonup}{0} \\ & \stackrel{\rightharpoonup}{0} \end{aligned}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |


[^0]:    *Correspondence Address: Institut für Computersprachen, Technische Universität Wien, Argentinierstraße 8, A-1040 Wien, Austria; anton@mips.complang.tuwien.ac.at
    ${ }^{1}$ http://www.haible.de/bruno/packages-ffcall.html

[^1]:    ${ }^{2}$ Whether _FILE_OFFSET_BITS is set to 64 or not.

[^2]:    ${ }^{3}$ http://www. complang.tuwien.ac.at/forth/gforth/ cvs-public/

[^3]:    ${ }^{4}$ http://www.swig.org/

[^4]:    ${ }^{1}$ The RVM for Linux on the i386 Intel platform and its associated documentation is available from www.scm.tees.ac.uk/formalmethods

[^5]:    ${ }^{2}$ Our original work on local variables from 1985[7] uses \{ \} brackets to enclose variable lists. However, since the RVM makes extensive use of sets, and these brackets are the standard math set brackets, we now reserve them for this purpose.

